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Abstract—We present an upper bound on the error probability achievable using variable-length stop-feedback codes, for a fixed size of the information payload and a given constraint on both the average and the maximum latency. Differently from the bound proposed in Polyanskiy et al. (2011), which pertains to the scenario in which the stop signal is sent over a noiseless feedback channel, our bound applies to the practically relevant scenario in which the feedback link is noisy. Through numerical results, we illustrate that, in scenarios in which the desired average latency is small, noise in the feedback link can deteriorate the performance of variable-length stop-feedback codes to the extent that it becomes comparable to that of fixed-length codes without feedback.

I. INTRODUCTION

Variable-length stop-feedback (VLSF) coding schemes, i.e., schemes such as simple automatic repeat request (ARQ) and hybrid ARQ, in which information is transmitted until the reception of a positive acknowledgment, are ubiquitous in modern wireless communication systems. This is because they offer a simple yet effective way to adapt the transmission rate to the channel conditions.

The question investigated in this paper is whether such schemes are suitable for ultra-reliable low-latency communications (URLLC)—one of the new use cases in next-generation wireless systems (5G). VLSF coding schemes are attractive because, as shown in [1], they approach capacity much faster in the average blocklength than fixed-length codes without feedback. Mathematically, one can show that the dispersion of suitably designed VLSF coding schemes is zero (see [1, Thm. 2 and Thm. 3]). However, the result obtained in [1] pertains to the setup in which the feedback latency is ignored, and the feedback link is assumed noiseless. As argued in, e.g., [2], [3] these two assumptions are not suitable for URLLC.

The impact of the feedback-link latency on performance in a URLLC setup has been recently investigated in [4], [5] for the case of noiseless feedback. However, most of the available analyses dealing with the noisy-feedback case are asymptotic in the average blocklength (see, e.g., [6]) and cannot be used to infer design guidelines for URLLC. One exception is [7] where the simulated frame-error rate of an actual VLSF code is used within a theoretical framework that captures the impact of errors in the feedback link.

As discussed in [8] in the context of error-exponent analyses of variable-length coding schemes with full feedback (rather than stop feedback, which is the focus of this paper), one challenge that arises when the feedback is noisy is that the transmitter and the receiver may fall out of synchronization and start operating on different messages. The analysis in [8] shows that one can construct a variable-length coding scheme for the full-feedback case that is robust against noise and synchronization errors. More precisely, the corresponding error exponent, although smaller than the error exponent for the variable-length noiseless full-feedback case [9], is still larger than the sphere-packing bound, which governs the performance of fixed-length coding schemes without feedback.

Contributions: We present a non-asymptotic random-coding upper bound on the error probability achievable using VLSF coding schemes, for a given size of the information payload and for a given constraint on both the average and the maximum latency. Differently from the bound in [1, Thm. 3], our bound pertains to the setup in which both the forward and the feedback link are noisy. Furthermore, our analysis accounts for the feedback latency, and accommodates for the presence of a constraint on the maximum number of transmission rounds.

We use the bound derived in this paper to study the performance of VLSF coding schemes operating over a binary-input AWGN channel, focusing on the URLLC-relevant regime in which both the information payload and the average latency are small. Our results indicate that the presence of noise on the feedback link causes a significant degradation in the performance of VLSF codes. For example, when the size of the information payload is 30 bits and both forward and feedback channels operate at 0 dB of SNR, the error probability achievable for an average latency of 110 channel uses is $10^{-5}$ if the feedback link is assumed ideal but only $10^{-2}$ if errors on the feedback link are accounted for. For such a scenario, the performance of the VLSF code becomes comparable to that of a fixed-blocklength no-feedback coding scheme.

Notation: Upper case letters are used to denote random vectors, e.g., $X$ and their realizations are written in lower case, e.g., $x$. We use superscripts to denote the concatenation of vectors of equal size, e.g., $X^v = [X_1, \ldots, X_v]$. The distribution of a real Gaussian random variable with mean $\mu$ and variance $\sigma^2$ is denoted by $\mathcal{N}(\mu, \sigma^2)$. Finally, the expectation operator is denoted by $\mathbb{E}[\cdot]$, $\mathbb{P}[\cdot]$ is used for probabilities, $\mathbb{1}\{\cdot\}$ denotes the
indicator function, and \(Q(\cdot)\) stands for the Gaussian Q-function.

## II. System Model

We consider a point-to-point communication system in which information is transmitted using a VLSF coding scheme. Specifically, transmission occurs over a variable number of rounds, where each round is divided into a data phase and a feedback phase, not necessarily of equal duration. Throughout, we assume that the number of transmission rounds does not exceed the integer \(\ell_m < \infty\).

In the data phase, a segment (spanning \(n\) channel uses) of the codeword associated to the current information message is sent to the receiver over the forward channel. The forward channel is modeled as a sequence of conditional probability kernels \(\{P_{Y_\nu|X_\nu} X_\nu^\nu\}_{\nu=1}^{\ell_m}\), where the random vectors \(Y_\nu\) and \(X_\nu\), \(\nu = 1, \ldots, \ell_m\), take values on the sets \(\mathcal{Y}_m\) and \(\mathcal{X}_m\), respectively.

At the end of each data phase, the receiver decides whether to perform decoding based on the channel outputs received that far, or to request an additional transmission. The outcome of this decision—a single bit of information conveying the message “stop”, which we denote by \(s\) or “continue”, which we denote by \(c\) is transmitted in the feedback phase over the feedback channel (used by the transmitter to indicate whether a codeword segment corresponding to the current message or to a new message is to arrive at the receiver. Note that this is again in line with current wireless communication standards, where one typically sets \(p_{cs} \ll p_{sc}\). For example, in long term evolution (LTE), \(p_{sc} = 10^{-2}\) whereas \(p_{cs} \in [10^{-4}, 10^{-3}]\) [10].

Note that an error on the feedback channel may result in the receiver falling out of synchronization, i.e., operating on different messages. To prevent this, we assume that the receiver has also access to an error-free control channel that is available \(\ell_m\) rounds, see Fig. 2c.

In our setup, a transmission error occurs if

- The receiver decides to perform decoding but produces the wrong codeword estimate—an event typically referred to as undetected error. This event is shown in Fig. 2a along with an \(s \rightarrow c\) event, which does not cause an error, but increases latency.
- A \(c \rightarrow s\) event occurs on the feedback channel, see Fig. 2b.
- The receiver is not able to perform decoding within the available \(\ell_m\) rounds, see Fig. 2c.

In the last two cases, the decoder declares an erasure, which we denote by the symbol \(e\).

### A. Definition of a VLNSF Code

Before providing a formal definition of a VLNSF code, we introduce some additional notation. We let \(F_\nu \in \{s, c\}\) be the feedback bit generated by the receiver in round \(\nu = 1, \ldots, \ell_m\) and \(\hat{F}_\nu \in \{s, c\}\) its estimate at the transmitter.

We are interested in the trade-off between error probability and average latency, which we define as the average number of rounds needed by the transmitter to complete the processing of the current message. Note that in the presence of errors on the feedback link, the number of rounds after which the receiver produces an estimate of the transmitted message (or declares
an erasure) does not necessarily coincide with the number of transmission rounds (see Fig. 2a). Our definition of latency is relevant in a full-buffer situation, where the long-term throughput is defined as the ratio between the number of bits necessary to represent a message, and the average latency defined as above, as a consequence of the renewal-reward theorem [11, Th. 10.5.1].

The definition of a VLNSF coding scheme provided below is an adaptation to the noisy feedback case of the definition of a VLSF coding scheme given in [1].

**Definition 1**: An \((\ell_m, M, c, \ell_m)\)-VLNSF coding scheme where \(M, \ell_m\) are positive integers, \(\ell_m\) is a nonnegative real number, and \(c\) is a packet out of sequence and declares an erasure.\]

- A random variable \(U\) defined on a set \(\mathcal{U}\) of cardinality \(|\mathcal{U}| \leq 2\) that is revealed to both the transmitter and the receiver before the start of the transmission. This random variable acts as common randomness and allows for the use of randomized encoding and decoding strategies.
- A sequence of \(\ell_m\) encoders for the forward channel \(f_\nu : \mathcal{U} \times \{1, \ldots, M\} \to X^n\), \(\nu = 1, \ldots, \ell_m\), defining the input
  \[
  X_\nu = f_\nu(U, W)
  \]  
  for a given message \(W\), which we assume to be uniformly distributed over \(\{1, \ldots, M\}\).
- A sequence of \(\ell_m\) decoders for the forward channel \(g_\nu : \mathcal{U} \times Y^{nu} \to \{1, \ldots, M\}, \nu = 1, \ldots, \ell_m\), providing an estimate \(g_\nu(U, Y^n)\) of the message \(W\).
- A sequence of binary random variables \(F_\nu \in \{s, c\}, \nu = 1, \ldots, \ell_m\), which are the output of a stopping rule defined on the filtration \(\sigma(U, Y_1, \ldots, Y_\nu)\). These random variables are the binary messages transmitted by the receiver on the feedback channel.
- An encoder for the feedback channel \(\hat{f} : \{s, c\} \to X^{nu}\) defining the input \(\hat{X}_\nu = \hat{f}(F_\nu)\) at round \(\nu = 1, \ldots, \ell_m\).
- A decoder for the feedback channel \(\hat{g} : \hat{X}^{nu} \to \{s, c\}\) that produces the estimate \(\hat{F}_\nu = \hat{g}(\hat{X}_\nu)\) at round \(\nu\).
- A stopping time at the transmitter \(\tau_n\) and a message estimate \(\hat{W} \in \{1, \ldots, M\} \cup \{e\}\) defined through the procedure detailed in Algorithm 1, which satisfy the average latency constraint
  \[
  E[\tau_n] \leq \ell_n
  \]  
  and the probability constraint
  \[
  P[\hat{W} \neq W] \leq \epsilon.
  \]  

Some remarks are in order. Compared to the definition of VLSF codes provided in [1], our definition involves two stopping times (see Algorithm 1), one at the transmitter and one at the receiver. This is needed to account for errors on the feedback link. Also, the decoder employs an erasure option, which is used if a \(c \to s\) event occurs, or if the stopping rule is not triggered after \(\ell_m\) rounds. Note that we measure the latency in transmission rounds. Each transmission round involves \(n\) channel uses on the forward channel and \(n_f\) channel uses on the feedback channel.

**III. MAIN RESULT**

We provide an achievability bound, i.e., an upper bound on the error probability achievable using a VLNSF code (see Definition 1), for a fixed number of messages \(M\), a fixed average latency \(\ell_n\), and a fixed maximum latency \(\ell_m\).

Before presenting our bound, we characterize the pairs \((p_{sc} = P[s \to c], p_{cs} = P[c \to s]\) that are achievable for a given choice of the encoder for the feedback channel.

**Lemma 1**: For a given \(n_f\) and for a given encoder \(\hat{f} : \{s, c\} \to X^{nu}\) for the feedback channel, all pairs \((p_{sc}, p_{cs})\) in the convex hull of the union on the following two sets are achievable

\[
\bigcup_{\gamma_f \in \mathcal{R}_u(\pm \infty)} \left( P(s) \frac{dP(c)}{dP(s)} > \gamma_f, P(c) \frac{dP(c)}{dP(s)} \leq \gamma_f \right) \tag{5}
\]

and

\[
\bigcup_{\gamma_f \in \mathcal{R}_u(\pm \infty)} \left( P(s) \frac{dP(c)}{dP(s)} \geq \gamma_f, P(c) \frac{dP(c)}{dP(s)} < \gamma_f \right) \tag{6}
\]

where \(P(c) = P_{Y|X=s}(c)\) and \(P(s) = P_{Y|X=c}(s)\).

**Proof**: The result follows from a direct application of the Neyman-Pearson lemma [12].

We present next our achievability bound, which generalizes [1, Thm. 3] to the case of noisy feedback and finite maximum number of transmission rounds.

**Theorem 1**: Let \((p_{sc}, p_{cs})\) be an achievable pair according to Lemma 1 for a given choice of \(n_f\) and encoder for the feedback channel. Assume that \(0 \leq p_{sc} + p_{cs} \leq 1\). Fix \(\ell_m, n\) and a scalar \(\gamma_{dec} > 0\). Let \((X_1, X_2, \ldots)\) be an arbitrary stochastic
Algorithm 1 Procedure at the transmitter and the receiver to compute the message estimate $\hat{W}$, the transmitter stopping time $\tau_{tx}$ and the receiver stopping time $\tau_{rx}$.

Initialize:
\[
\tau_{tx} = \tau_{rx} = \infty; \quad F_0 = \tilde{F}_0 = c;
\]
for $\nu = 1 \rightarrow \ell_m$ do

Transmitter:
if $\nu > 1$ then
compute $\tilde{F}_{\nu-1} = g(Y_{\nu-1})$
end if
if $\tilde{F}_{\nu-1} = c$ then
transmit $f_{\nu}(U, M)$ over the forward channel
if $\nu = \ell_m$ then
set $\tau_{tx} = \nu$
end if
else
set $\tau_{tx} = \nu - 1$
end if
else
STOP
end if
else
if $\tilde{F}_{\nu-1} = s$ then
set $F_{\nu} = s$
else
use stopping rule to compute $F_{\nu}$
if $F_{\nu} = s$ then
set $\tilde{W} = g_{\nu}(Y_{\nu}, U), \tau_{tx} = \nu$
end if
end if
end if
if $\nu < \ell_m$ then
send $\tilde{f}(F_{\nu})$ on the feedback channel
else
if $\tau_{rx} = \infty$ then
set $\tilde{W} = c, \tau_{tx} = \ell_m$
end if
end if
end for

process where $X_{\nu} \in X^n$ for every nonnegative integer $\nu$. Define a probability space with distribution
\[
P_{X_{\nu}, Y_{\nu}, \tilde{X}_{\nu}}(x_{\nu}, y_{\nu}, \tilde{x}_{\nu}) = P_{X_{\nu}}(x_{\nu}) P_{X_{\nu}}(\tilde{x}_{\nu}) \prod_{i=1}^{\nu} P_{Y_i | X_i, Y_{i-1}}(y_i | x_i, y_{i-1}), \quad (7)
\]
a sequence of information density functions $\mathcal{X}^\nu \times \mathcal{Y}^\nu \rightarrow \mathbb{R}$
\[
t_{\nu}(x_{\nu}, y_{\nu}) = \log \frac{dF_{Y_{\nu} | X_{\nu}}(y_{\nu} | x_{\nu})}{dF_{Y_{\nu}}(y_{\nu})}, \quad \nu = 1, 2, \ldots \quad (8)
\]
and two stopping times
\[
\tau = \inf\{\nu \geq 1 : t_{\nu}(X_{\nu}, Y_{\nu}) \geq \gamma_{dec}\}, \quad (9)
\]
\[
\tilde{\tau} = \inf\{\nu \geq 1 : \tilde{t}_{\nu}(\tilde{X}_{\nu}, Y_{\nu}) \geq \gamma_{dec}\}. \quad (10)
\]
Then, there exists an $(\ell_a, M, \epsilon, \ell_m)$-VLNSF code with
\[
\ell_a \leq \sum_{\nu=0}^{\ell_m-1} (H_{\nu+1} - H_{\nu}) P[\tau > \nu],\quad (11)
\]
\[
\epsilon \leq \sum_{\nu=1}^{\ell_m} \xi_{\nu} (\alpha_{\nu} P[\tau > \nu] + (M - 1) P[\tau \geq \nu, \tilde{\tau} = \nu]) \quad (12)
\]
where $\alpha_{\nu} = p_{cs}$ for $\nu = 1, \ldots, \ell_m-1$ and $\alpha_{\ell_m} = 1$; furthermore, $\xi_{\nu} = (1 - p_{cs})^{\nu-1}$ and
\[
H_{\nu} = \sum_{k=1}^{\nu-1} k \xi_{k} p_{cs} + \xi_{\nu} \sum_{k=\nu}^{\ell_m-1} k p_{sc}^{k-\nu} (1 - p_{sc}) + \ell_m p_{sc}^{\ell_m-\nu} \quad (13)
\]
for $\nu = 1, \ldots, \ell_m$, whereas $H_0 = 0$.

Proof: See Appendix A.

Some remarks about our achievability bound are in order. As discussed in Appendix A, our bound is based on a decoder that tracks the accumulated information density between each codeword and the received signal, and triggers the stopping rule whenever the accumulated information density exceeds the threshold $\gamma_{dec}$. The random variable $\tau$ in (9) denotes the first round in which the information density corresponding to the desired codeword exceeds the threshold, whereas $\tilde{\tau}$ in (10) denotes the first round in which a codeword different from the transmitted one exceeds the threshold. Clearly, the event $\tau > \tilde{\tau}$ will correspond to an undetected error, provided that $\tilde{\tau} \leq \ell_m$ and no $c \rightarrow s$ error has occurred in the previous rounds. This is captured by the second term in the error-probability bound (12). The first term in (12) captures instead the error resulting from a $c \rightarrow s$ event. Note that one can recover [1, Thm. 3] from Theorem 1 by setting $p_{sc} = p_{cs} = 0$ and letting $\ell_m \rightarrow \infty$.

IV. Numerical Results

We show in this section how one can use the achievability bound in Theorem 1 to design a short-packet transmission system operating over a wireless channel. Although our framework is general, we shall consider for simplicity the case in which both the forward and the feedback channel are real-valued binary-input AWGN channels with same SNR.

We assume that the additive noise has unit variance and that each transmit symbol belongs to the alphabet $\{-\sqrt{\rho}, \sqrt{\rho}\}$, where $\rho$ denotes the SNR. We also assume that the feedback channel assigns the $n_t$ dimensional vector $[\sqrt{\rho}, \ldots, \sqrt{\rho}]$ to the message $s$ and $[-\sqrt{\rho}, \ldots, -\sqrt{\rho}]$ to $c$. Under these assumptions,
\[
p_{sc} = Q(\sqrt{n_t \rho} + \gamma_{tt}) \quad (14)
\]
\[
p_{cs} = Q(\sqrt{n_t \rho} - \gamma_{tt}). \quad (15)
\]
The bound in Theorem 1 is evaluated for a stationary memoryless input process with marginal distribution uniform over \(\{-\sqrt{\rho}, \sqrt{\rho}\}\). For such a distribution, (8) reduces to

\[
t_v(X^\nu, Y^\nu) \sim \sum_{i=1}^{\nu n} \log 2 - \log(1 + \exp(-2Z_i))
\]

where \(Z_i \sim \mathcal{N}(\rho, \rho)\). Since evaluating (12) directly is challenging, we use the following upper bound

\[
P[\bar{\tau} \geq \nu, \bar{\tau} = \nu] \leq P[\bar{\tau} = \nu] = \mathbb{E}[\exp(-t_v(X^\nu, Y^\nu)) \mathbb{I}\{\tau = \nu\}].
\]

The last step follows from a change of measure (see [1, Eq. (110)]).

In our numerical simulations, we fix the number of channel uses per transmission round \(n_{tot} \) and the maximum number of transmission rounds \(\ell_m\). For a given number of information bits \(\log_2 M\), we use Theorem 1 to obtain an upper bound on the error probability \(\epsilon\) achievable for a given average number of transmission rounds \(\ell_a\), and, hence, for a given average latency \(\ell_a n_{tot}\). The error probability is minimized over the Neyman-Pearson threshold \(\gamma_t\) in Lemma 1, and over the number of feedback symbols \(n_f\) under the constraint that \(n + n_f = n_{tot}\).

In Fig. 3, we assume a maximum latency of \(\ell_m n_{tot} = 400\) channel uses. We consider both the case \(n_{tot} = 25\), for which the maximum number \(\ell_m\) of transmission rounds is 16 and the case \(n_{tot} = 50\), for which \(\ell_m = 8\). For comparison, we plot the error probability achievable for the case of noiseless feedback, for which the choice \(n_f = 1\) is optimal. We also illustrate an upper bound on the error probability obtained using a fixed-length code (no feedback) of blocklength \(\ell_m n_{tot}\). Specifically, we use the bound provided in [13, Eq. (95)].

Our results illustrate the deleterious effect of noise on the feedback channel on the performance of VLSF coding schemes. Consider for example a target error probability \(\epsilon = 10^{-5}\). For the case of a noiseless feedback link, the minimum average latency obtainable with a VLSF scheme is 111 channel uses when \(n_{tot} = 25\) and 117 channel uses when \(n_{tot} = 50\). When noise in the feedback link is accounted for, though, the average latency increases to 141 and 153 channel uses, respectively. These values are similar to the blocklength required by a fixed-length coding scheme to operate at \(\epsilon = 10^{-5}\), which is 149 channel uses. The performance degradation of the VLSF coding scheme is caused by the resources that need to be allocated to the feedback link to decrease the frequency of \(c \rightarrow s\) and \(s \rightarrow c\) errors.

Specifically, to achieve \(\epsilon = 10^{-5}\) with minimum average latency for the case \(n_{tot} = 25\), one needs to set \(n_f = 8\) and \(\gamma_t = -2.13\). This results in \(p_{sc} = 0.24\) and \(p_{cs} = 3.55 \times 10^{-7}\). For the case \(n_{tot} = 50\), one needs to set \(n_f = 10\) and \(\gamma_t = -1.65\), which results in \(p_{sc} = 0.065\) and \(p_{cs} = 7.46 \times 10^{-7}\). Note that in both cases, the threshold \(\gamma_t\) is chosen so that the \(c \rightarrow s\) event occurs with much smaller probability than the \(s \rightarrow c\) event. Indeed, since in our setup the \(c \rightarrow s\) event results in an error, its probability must always be smaller than the target error probability \(10^{-5}\).

Observe that noise in the feedback link is actually helpful for the type of decoder used in the achievability bound when the average latency is small and the error probability is high. Indeed, in this regime the occurrence of \(c \rightarrow s\) errors allows one to set a higher decoding threshold \(\gamma_{dec}\) compared to the noiseless feedback case, which reduces undetected errors.

V. CONCLUSION

We have generalized the achievability bound for VLSF coding schemes presented in [1, Thm. 3] to the case in which the feedback channel is noisy. Our numerical results for the bi-AWGN channel, illustrate that, in some regimes, the performance gain of VLSF coding schemes over fixed length transmission is reduced significantly once the assumption of a noiseless feedback link is dropped.

APPENDIX A

PROOF OF THEOREM 1

Similar to [1, Thm. 3], we define a random variable \(U\) on the set

\[
U = \{X^\infty \times \cdots \times X^\infty\}_{\text{M times}}
\]

with probability mass function

\[
P_U = P_{X^\infty \times \cdots \times P_{X^\infty}}_{\text{M times}}
\]

where \(P_{X^\infty}\) denotes the distribution of the process \(\{X_1, X_2, \ldots\}\). Each realization of \(U\) produces \(M\) infinite-dimensional codewords \(\{C_1(w), C_2(w), \ldots\}\), \(w = 1, \ldots, M\) where each codeword segment \(C_w(w)\) belongs to \(X^n\), \(n = 1, 2, \ldots\). The encoder \(f_{\nu}\) maps the message \(w\) to the codeword segment \(C_w(w)\). As detailed in Algorithm 1, the

\[\text{1Similar to [14, Section II] (see also [1, Thm. 19]) one can reduce the cardinality of this random variable to 2.} \]
transmitter is also equipped with a stopping rule, which defines a stopping time $\tau_\text{tx}$ as follows:

$$\tau_\text{tx} = \min\{\ell_\text{m}, \min\{\nu : F_\nu = s\}\}.$$  \hspace{1cm} (21)

Here, we use the convention that the minimum of an empty set is $\infty$.

At the decoding side, we consider the following stopping rule: stop at round $\nu$ if $t_\nu(C_\nu(w), Y_\nu) \geq \gamma_\text{dec}$ for some $w$. Let now

$$\tau_w = \inf\{\nu : t_\nu(C_\nu(w), Y_\nu) \geq \gamma_\text{dec}\}$$  \hspace{1cm} (22)

and let

$$\tau_\text{dec} = \min\{\tau_1, \ldots, \tau_M\}.$$  \hspace{1cm} (23)

Finally, let

$$\tau_\text{tx} = \min\{\tau_\text{dec}, \tau_\text{tx}\}$$  \hspace{1cm} (24)

be the stopping time at the decoder. If $\tau_\text{tx} = \tau_\text{dec}$, the decoder sets $\hat{W} = \max\{w : \tau_w = \tau_\text{dec}\}$. Otherwise it sets $\hat{W} = e$. In words, if no codeword results in a threshold crossing or a $c \rightarrow s$ error occurs, an erasure is declared. Otherwise, the index of the codeword that resulted in a threshold crossing is taken as message estimate. If more than one codeword yields a threshold crossing, the codeword with the largest index is chosen.

We next prove that $\mathbb{E}[\tau_\text{tx}]$ can be upper-bounded as in (11). Set $H_0 = 0$ and $H_\nu = \mathbb{E}[\tau_\text{tx} | \tau_\text{dec} = \nu]$. One can show that for $\nu = 1, \ldots, \ell_\text{m} - 1$, the conditional expectation $H_\nu$ takes the form given in (13), whereas for $\nu \geq \ell_\text{m}$

$$H_\nu = \sum_{k=1}^{\ell_\text{m}} k(1 - p_{sc})^{k-1}p_{cs} + \ell_\text{m}(1 - p_{sc})^{\ell_\text{m}-1}.$$  \hspace{1cm} (25)

Note that this quantity does not depend on $\nu$. We next evaluate $\mathbb{E}[\tau_\text{tx}]$ as follows

$$\mathbb{E}[\tau_\text{tx}] = \sum_{\nu=1}^{\infty} H_\nu \mathbb{P}[\tau_\text{dec} = \nu]$$

$$= \sum_{\nu=1}^{\infty} H_\nu \left(\mathbb{P}[\tau_\text{dec} > \nu - 1] - \mathbb{P}[\tau_\text{dec} > \nu]\right)$$

$$= \sum_{\nu=0}^{\infty} (H_{\nu+1} - H_\nu) \mathbb{P}[\tau_\text{dec} > \nu]$$

$$= \sum_{\nu=1}^{\ell_\text{m}-1} (H_{\nu+1} - H_\nu) \mathbb{P}[\tau_\text{dec} > \nu].$$

In the last step we used that $H_{\nu+1} = H_\nu$ for all $\nu \geq \ell_\text{m}$ as a consequence of (25). Note now that $H_1 > H_0$ by definition and that, for $\nu = 1, \ldots, \ell_\text{m} - 1$

$$H_{\nu+1} - H_\nu = \frac{(1 - p_{sc} - p_{cs})(1 - p_{cs})^{\nu-1}}{p_{sc}}$$

$$\times \left[\sum_{k=\nu}^{\ell_\text{m}-1} kp_{sc}^{k-\nu}(1 - p_{sc}) + \ell_\text{m}p_{sc}^{\ell_\text{m}-\nu} - \nu\right].$$

3Recall that the decoder is assumed to know the estimate at the transmitter of the feedback bit through a control channel that announces the presence of new packets. This allows the decoder to learn the stopping time $\tau_\text{tx}$.

This implies that $H_{\nu+1} - H_\nu \geq 0$ whenever $p_{sc} + p_{cs} \leq 1$. To obtain the desired result, we notice that

$$\mathbb{P}[\tau_\text{dec} > \nu] \leq \frac{1}{M} \sum_{w=1}^{M} \mathbb{P}[\tau_w > \nu | W = w] = \mathbb{P}[\tau > \nu]$$

where $\tau$ is defined in (9).

We now prove (12). First note that

$$\epsilon = \frac{1}{M} \sum_{w=1}^{M} \mathbb{P}\left[\hat{W} \neq w | W = w\right]$$

$$\leq \mathbb{P}\left[\hat{W} \neq 1 | W = 1\right]$$

$$= \sum_{\nu=1}^{\ell_\text{m}} \mathbb{P}\left[\tau_\text{tx} = \nu, \hat{W} \neq 1 | W = 1\right].$$

Next, we decompose each term on the right-hand-side of (35) as

$$\mathbb{P}\left[\tau_\text{tx} = \nu, \hat{W} \neq 1 | W = 1\right]$$

$$= \mathbb{P}[\tau_\text{tx} = \nu, \tau_\text{dec} > \nu, W = 1]\quad (36)$$

$$= \mathbb{P}[\tau_\text{tx} = \nu | \tau_\text{dec} > \nu, W = 1]\quad (37)$$

The first term on the right-hand-side of (37) is the probability that an erasure is declared at step $\nu$ because of a $c \rightarrow s$ event or because the maximum number of transmission round is exceeded. The second term on the right-hand-side of (37) corresponds to the probability of an undetected error. Observe now that

$$\mathbb{P}[\tau_\text{dec} > \nu | W = 1] \leq \mathbb{P}[\tau > \nu].$$

Furthermore,

$$\mathbb{P}\left[\tau_\text{dec} = \nu, \hat{W} \neq 1 | W = 1\right]$$

$$= \mathbb{P}\left[\cup_{\nu=1}^{M} \{\tau_1 \geq \nu, \tau_2 = \nu\} | W = 1\right]$$

$$\leq (M - 1) \mathbb{P}[\tau_1 \geq \nu, W = 1]$$

$$= (M - 1) \mathbb{P}[\tau > \nu, \bar{\tau} = \nu]$$

where $\bar{\tau}$ is defined in (10). Finally, we have that

$$\mathbb{P}\left[\tau_\text{tx} \geq \nu | \tau_\text{dec} = \nu, \hat{W} \neq 1, W = 1\right] = (1 - p_{cs})^{\nu-1}$$

and that

$$\mathbb{P}[\tau_\text{tx} = \nu | \tau_\text{dec} > \nu, W = 1] = (1 - p_{cs})^{\nu-1} p_{cs}$$

for $\nu = 1, \ldots, \ell_\text{m} - 1$, whereas

$$\mathbb{P}[\tau_\text{tx} = \nu | \tau_\text{dec} > \nu, W = 1] = (1 - p_{cs})^{\nu-1}$$

for $\nu = \ell_\text{m}$. We obtain the desired bound by substituting (38), (41), (42), (43), and (44) into (37) and then (37) into (35).
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